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Abstract

In recent years, the field of Artificial Intelligence (Al) has witnessed tremendous
progress, particularly in deep learning techniques that achieve remarkable results
across various domains, including image processing, speech recognition, text
processing, and computer vision. This research aims to leverage the capabilities of
deep learning to develop an automatic identification system for Quran reciters based
on their unique voices, utilizing deep convolutional neural networks (CNNs) and Log
Mel Spectrograms as audio features extractor. Our study presents a series of models
designed to classify Quran reciters based on their unique vocal characteristics. To
enhance accessibility for users, we developed an Android application capable of
running these models offline. Our model achieved an accuracy of 98% on pure sound
signals for 23 reciters. However, we discovered that simply adding background noise
to pure sounds, as suggested by previous studies, was inadequate for accurately
representing real-world recordings. Due to the time-consuming nature of manual
recordings, we recommend developing more advanced audio noise simulations that
account for common signal distortions encountered in recordings from mobile
devices. This could involve synthesizing typical background noises, recording
artifacts, sound echo effects, and other real-world acoustic phenomena to create more
realistic training data for the deep learning models.

Keywords: Artificial Intelligence, Deep Learning, Convolutional Neural Networks,
Quran Recitation, Voice Identification, Mel Spectrograms, Audio Feature Extraction,
Android Application, Acoustic Effects, Sound-based Al Applications.
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I. INTRODUCTION

The identification of Quran reciters through voice is similar to the well-known
problem faced by researchers in the field of machine learning known as " Speaker
recognition”. Speaker recognition is categorized into speaker identification and
speaker verification[1] . Verification is the task of automatically determining if a
person is a person. ldentification is the process of automatically identifying an
individual's identity from many speakers based on the unique characteristics of their
voice. It is a vital technique that uses the patterns and distinctive features of a person's
voice to determine their identity. Most research in this area focuses on English voices,
and there is a need for more studies in the Arabic language, particularly in Quran
recitation[2-6]. This need arises from the increasing demand for audio recordings of
reciters and Quran applications due to the global spread of Islam. Achieving accurate
identification of Quran reciters based on voice presents a significant challenge due to
the increasing number of reciters, background noise, and recording artifacts [7]. These
factors make it difficult to achieve high accuracy in recognizing a reciter's voice using
traditional methods. Recently, several studies have focused on identifying reciters
through voice recognition. However, many of these studies are limited by small
datasets or rely on pure audio recordings[3, 4]. Additionally, they often overlook the
challenges posed by low-quality audio, such as background noise and sound
distortions. This makes it difficult to apply their findings in real-world situations and
develop practical applications for users.

Il. Literature Review

In this section, we provide a comprehensive summary of prior research, primarily
building upon the findings presented in research paper [3]. This foundational paper
offers an extensive survey of the challenges associated with identifying the reciters of
the Holy Quran, detailing various proposed techniques and models within this
domain. Our focus will be on the advancements made over the past decade,
specifically from 2012 to 2024, highlighting key developments and trends that have
emerged in this field of study. To review and analyze the relevant research papers on
this problem, specifically focusing on studies that address the challenge of identifying
Quran reciters through voice analysis. To ensure a thorough examination, we applied
a set of inclusion and exclusion criteria to filter the retrieved papers, categorizing
them into two distinct groups: relevant studies that utilize speaker identification
techniques for this purpose, and those that do not meet our criteria. Each published
paper was carefully assessed based on its title, abstract, and main content to confirm
its relevance to our objectives. Through this rigorous process, we identified 17 papers
that aligned with our research conditions and effectively contribute to the study's
goals see Table 1 previous studies. This curated selection reflects the current state of
research in the field and provides a solid foundation for further exploration.
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Figure 1 Papers' Publication Year

o Statistical Results of Previous Studies

- Num Features
Paper Publicati : o
ber of Extraction Classifiers
Reference on Year

Reciters Technique

LBG-VQ (Linde-Buzo-
[8] 2012 20 MFCC Gray Vector
Quantization)
DWT (Discrete
Wavelet
[9] 2014 4 Transform) and Random Forest (RF)
LPC (Linear
Predictive Coding)
[10] 2016 5 MFCC -
[11] 2017 . MECC Gaussian Mixture
Model (GMM)
[12] e . perceptual Sup|-oort Vector
features Machine (SVM)
[13] 2018 - MFCC Bidirectional Long
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Short-Term Memory

(BLSTM)
[14] 2019 15 MFCC SVM, ANN
MFCCs and
[15] 2019 12 Pitch Auto- Naive Bayes J48 RF

correlograms
CNN, Decision Tree

(DT), RF, LR, SVM-
perceptual and

[16] 2020 30 ) LINEAR, SVM-RBF,
acoustic features
XG, GMM-UBM,
BLSTM
perceptual
) XGBoost, SVM, SVM-
[17] 2020 7 features, short time
RBF, DT LR, RF
energy
ANN, K-Nearest
[18] 2020 10 MFCC )
Neighbors (KNN)
wav2vec2.0, Multilayer Perceptron,
[19] 2021 10
HUBERT RNN, CNN
[20] 2022 14 MFCC LBG-VQ
[21] 2022 10 MFCC KNN, ANN, SVM
[2] 2023 7 MFCC CNN
MFCC, TRILL-
[4] 2023 50 ) CNN
50, VGGish-50

NASNet(CNN +
[22] 2024 20 MFCC Controller Recurrent
Neural Network CRNN )

Figure 1 illustrates the statistical distribution of the selected papers based on their
publication year. The data spans from 2012 to 2024, showcasing the gradual increase
in publications. The distribution indicates that the interest in the topic has steadily
grown, reflecting an expanding body of knowledge and an increasing recognition of
the importance of identifying Quran reciters through voice analysis.
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Table 1 previous studies

In Figure 3 we observe a wide range in the number of reciters across the studies, with
the highest being 50 reciters reported in study [23]. In contrast, some papers classified
as few as 4 reciters like in [9].

Figure 2 illustrates the distribution of types of audio feature extractors used. The
graph represents the frequency of different feature types and their respective counts.
The prominent presence of MFCC (Mel-Frequency Cepstral Coefficients), with 11
instances, highlights its significance in capturing the spectral characteristics of audio
signals. This prominence aligns with its widespread use in speech and music
processing.

wav2vec2.0 HUBERT
TRILL-50, VGGish-50
Short Time Energy

e
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Figure 2 distribution of types of audio feature extractors used in previous studies
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In  Figure 4, we observe the frequency distribution of various classifiers used for
Quran reciter identification. The Support Vector Machine (SVM) emerges as the most
prevalent classifier, appearing 6 times, while the Convolutional Neural Network
(CNN) follows closely with 5 occurrences. This trend highlights the increasing
popularity of both classifiers in

Figure 3 Number of Reciters Classified in The Papers
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audio classification tasks. However, in our study, we choose CNN for Quran reciter
identification because CNNs have gained significant popularity and demonstrated
superior precision compared to traditional Support Vector Machines (SVMs) in audio
tasks, making them a compelling choice for this application [2, 24, 25]. The ability of
CNNs to automatically learn features from audio data allows them to capture complex
patterns that are crucial for distinguishing between different reciters of the Quran,
thereby improving identification performance.
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Figure 4 distribution of types of machine learning models used as classifiers in

previous studies

« Reciter Identification on Mobile Applications

One of the most successful mobile applications for music recognition is Shazam,
which is available on smartphones. The app works by analyzes the audio and
compares it to a vast server database containing millions of songs and recordings.

To identify apps similar to Shazam that focus on recognizing Quran reciters, we
conducted a search in both the Android Google Play Store and the iOS App Store.
After reviewing the available applications, we found the "Ratel" app, developed by
STC, the leading telecommunications provider in Saudi Arabia. This app serves as a
comprehensive Quran application, offering features for reading the Quran and dhikr,
and listening audio recitations, along with a feature for identifying Quran reciters.

However, we noted several limitations with the identification feature. It often
struggles to recognize most recorded audio accurately and can only operate using the
phone's built-in microphone. Additionally, an internet connection is required to utilize
this feature. Moreover, this feature was recently removed in the latest updates.

« Discussion
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Currently, there is no standard method to objectively evaluate the accuracy of models
in the context of identifying Quran reciters, due to several reasons:

e Variations in the type and size of training and testing data, as data significantly
impacts accuracy.

e Differences in the duration of model training and variations in computational
resources.

e Discrepancies in feature extraction techniques.

e Differences in the number of reciters that models can identify.

The main issue with these studies is their reliance on small datasets or their
dependence solely on pure audio recordings [3]. Furthermore, they often overlook the
challenges associated with low-quality audio, including background noise and
artifacts from mobile recordings. As a result, applying their findings to real-world
scenarios and creating practical applications for users becomes challenging.

IHI.METHODOLOGIES

This section presents a machine learning-based system developed for the recognition
of Qur’an reciters, with a particular emphasis on the use of Convolutional Neural
Networks (CNNs) as the core classification model. The system processes recitation
audio by first extracting features using Log-Mel spectrograms generated through the
Fast Fourier Transform (FFT), which effectively captures the spectral properties of
speech. The complete system is structured into six key phases: data acquisition, data
preprocessing, feature extraction, model training, model evaluation, and model
deployment.

o Data Acquisition

The most important step in any Deep learning system is collecting the data. Deep
learning systems require large amounts of data to be successful. This data will be used
to train and test the Deep learning models. In our system, a dataset will be created
containing audio recordings of recitations. These recordings will be available in two
types: original pure recordings and noisy recordings that contain some impurities,
such as background sounds, or variations in volume. The original pure recordings
were obtained from the mp3quran website. To automatically access the audio files on
the website, we employed web scraping technology. As for the noisy data, it will be
generated using two methods. The first method involves making manual recordings in
a natural environment using mobile phones. The second method involves artificially
mixing sounds—a synthetic approach that simulates manual recordings by adding
noise to the pure audio. This process makes the data noisy, allowing the model to
become more robust in handling recordings with background noise.
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« Data Preprocessing
After collecting the audio dataset, it is converted into WAV format, which is an
uncompressed audio format. And the sample rate is then reduced to 16,000 samples
per second. Additionally, all audio channels are combined into a single channel to
optimize resource usage. Each audio file is divided into equal segments of 8 seconds
for training samples, and all training samples for each reciter are saved in a dedicated
folder specific to that reciter.

« Features Extraction [26]
The acoustic characteristics of the recitation signals pose a challenge due to their
variability and inconsistency Figure 5. This contrasts with music recognition, where
clear, stable, and relatively short patterns emerge see Figure 6.

Spectrogram

Figure 5 spectrogram of recitation audio signals

Spectrogram

Time (s)

Figure 6 spectrogram of music audio signals

Sample duration

(128,400) = (mel bands, (m

))Therefore, a longer analysis window is

required to capture the patterns in recitation signals. In this project, a window length
of 8 seconds was used for each sample. For feature extraction, we do not utilize Mel-
Frequency Cepstral Coefficients (MFCCs); instead, we use Log Mel spectrograms,
which serve as a precursor to MFCCs. Log Mel spectrograms provide a more detailed
and interpretable representation. However, Mel-Frequency Cepstral Coefficients
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(MFCC) features involve a loss of some fine-grained details due to their filter bank
design [27].

The relationship between the Mel spectrogram and MFCCs is defined by the
following equation:

MFCCs = DCT (log (Mel Spectrogram))

Here, the Discrete Cosine Transform (DCT) is applied to the logarithm of the Mel
spectrogram to derive the MFCCs. Log Mel spectrograms utilize a logarithmic
transformation of the frequency of a signal based on the Mel scale. This
transformation is grounded in the principle that sounds perceived at equal intervals on
the Mel scale are also experienced as equidistant by humans.

Here are The Parameters and VValues Used for Features Extraction

Table 2 features extraction parameters

Properties Values

Sample Rate in hertz 16000.0

ee
o

Sample Duration
STFT window in seconds 0.08

STFT hop in seconds 0.02

N
o

Mel min in hertz
Mel max in hertz 2048

Mel bands 128

These operations result in an image of size (128,400) see Figure 7 log mel
spectrogram

Figure 7 log mel spectrogram
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And to enhance the intensity of the main signal and suppress the frequencies of side
signals, normalization was performed on the spectral values between 0 and 1. This
was followed by raising these values to the fourth power (X"4) to eliminate faint
background signals. Then another normalization was then conducted, this time within
a range of 1 to -1, as this range was found to be more suitable for convolutional
networks

Figure 8 enhanced log mel spectrogram

e Model Training

Building and training a model for voice recognition of Quran reciters presents a
significant challenge due to the large number of reciters. This requires a substantial
amount of training data for each reciter, which in turn necessitates a very large storage
capacity. Additionally, training the model with such a volume of data becomes
difficult due to limited RAM and GPU memory during processing, which also
increases the training time. Consequently, this necessitates the use of unconventional
methods for training the model.

To train the model for a large number of reciters, a divide-and-conquer strategy was
employed due to the challenges of training many reciters simultaneously. The training
was conducted in two phases:

Phase 1

The reciters were divided into groups of ten, resulting in a total of 8 different models
being trained, as 80 reciters were selected. For training these sub-models, each reciter
contributed 6,000 samples, which were obtained from pure audio recordings mixed
with random noise. This process led to a total of 60,000 samples for each group. The
data was then divided into training and testing sets at a ratio of 80% to 20%.

Phase 2

After training each model for the individual groups, the convolutional networks were
extracted, and the dense networks from the previous models were removed. This
modification ensured that the output for each model consisted of 256 values derived
from the convolutional network. These outputs were then merged into a unified model
in parallel, facilitating the extraction of patterns and acoustic features see Figure 9.
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This process resulted in an output of 256 x 8 = 2048 for each sample, significantly
reducing the data space.

Subsequently, the acoustic features and patterns were extracted from the sounds using
this unified model and stored in a two-dimensional vector for each reciter. This data
was then used to train a dense model with the stored features.

Finally, the unified model was trained using 100,000 samples from 23 reciters, as
shown in Table 3 This decision was made due to limited resources, as opposed to
using samples from all 80 reciters. The samples were obtained from pure audio
recordings that were mixed with random noise. The data was then divided into
training and testing sets at a ratio of 80% to 20%.

imput 1 | input:

((None, 128960)) | audio samples

InputLayer | output:

[(None, 128960)]

/

features_extractor

input: | (None, 128960)

Functional | output: | (None, 400, 128) | melspactrogram

“m“ conv model0 | input: | (None, 400, 128) 8x convolotional networks
Functional | output: |  (None, 256)

P

inﬂ\ Sl

tlconcat | input: | [(None, 256), (None, 256), (None, 256), (None, 256), (None, 236), (None, 256), (None, 256), (None, 236)]
TFOpLambda | output: (None, 2048)
]
flatten_1 | input: | (None, 2048)
Flatten | output: | (None, 2048)
dense | input: | (None, 2048)
softmax | output: | (None, 23 )
Figure 9 unified model architecture
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o Model Evaluation
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After training the unified model for 40 epochs, the performance results are as follows:

the model achieved an accuracy
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Figure 10 model evaluation graph
of 99.65% on the training dataset and 99.84% on the validation dataset.
Epoch 40/40
1250/1250 [::::::::::::::::::::::::::::::] - 15s ]_2ms/5tep -

loss: 0.4494 - accuracy: 0.9965 - val_loss: 0.4324 - val_accuracy: 0.9984

e Model Deployment

The deployment of the model is a crucial phase in ensuring that the application
functions effectively in real-world scenarios. The application has been developed
using Jetpack Compose, a modern Ul toolkit that utilizes the Kotlin programming

language, and it employs

TensorFlow Lite (TFLite) for model functionality. The primary objective of this
application is to run the model on Android devices, enabling users to identify reciters

without needing an internet connection.
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Figure 11 App Ul

IV.RESULTS & DISCUSSION

The goal of a classification model is usually not just to achieve good classification on
the given dataset, but to achieve good classification on new data that we haven't seen
before. To test the model on new data, 44,000 samples that it hadn't been trained on
were taken, and standard performance metrics were applied to them. In multi-class
classification, we deal with multiple categories, so simply calculating the model's
accuracy by dividing the number of correct predictions by the total number of
predictions does not provide a complete picture of the model's performance,
especially in cases where the classes are imbalanced or when the model is biased
toward a particular category. To address these issues, we use additional metrics such
as Precision, Recall, F1-Score, and the Confusion Matrix to gain a more
comprehensive understanding of the model's performance. By considering these
metrics collectively, we can gain insights into the model's strengths and weaknesses
and make informed decisions about how to improve its performance.
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Figure 12 Confusion Matrix
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Figure 13 Precision, Recall, F1-Score
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After applying the previously mentioned metrics to the test dataset, we obtained the
following results:

Table 4 Results

Precision Recall F1-score Support

Macro Avg 0.98 0.99 0.98 44000

Weighted Avg 0.98 0.98 0.98 44000
e

V. CONCLUSION

Although the model performs excellently with pure audio signals and with artificially
noisy audio signals, it does not yield the same quality results when applied to
recordings made in real noisy environments, despite being trained with artificially
added noise. This indicates that the approach of merging clean audio signals with
noise, as demonstrated in previous studies, may not be sufficient to accurately
represent data in real-world scenarios. The inherent distortion and relative weakening
of the signal are evident when comparing Figure 14, which displays the pure audio
signal, to Figure 15, which illustrates the artificially corrupted signal created by
blending the clean audio with background noise. Furthermore, Figure 16 presents the
actual noisy audio signal recorded using a mobile device, highlighting the significant
differences. These findings emphasize the need for more robust techniques that can
better accommodate the complexities of real-world audio environments.

Spectrogram

0 5 10 15 20 25 30

Figure 14 pure audio signal
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Spectrogram

Figure 15 artificially noisy audio signal

In this figure, the main audio signal was not significantly affected despite the addition
of background noise and remained similar to the pure signal.

Spectrogram
P g T +0dB
0dB
z 0dB
g
E
g 1dB
-1dB
-1dB
0 5 10 15 20 25 30
Time (s}

Figure 16 real noisy audio signal

As illustrated in the figure, the audio signals exhibit significant distortion and
interference.

Future Works:

The proposed solutions aim to enhance audio signal processing in noisy
environments. The first involves forming a manual recording team, which, while
effective, may be costly and time-consuming, making it unsuitable for large-scale use.
The second suggests developing an advanced audio simulation system that replicates
real-world audio effects like distortions, background noise, and echoes, offering a
more accurate and efficient alternative.
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